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Abstract—Diseases detection at early stage helps the crops to
overcome disease disorder and treat appropriately. Proposed work
developed an expert system named Classification Based Target
Specific Expert System (CTSES) used to identify the diseases at early
stage. In this work CTSES finds the diseases in cotton crops. A rich
knowledge base is developed. The knowledge base contains all the
facts related to domain. Different rules are developed and used for
inferencing. A fuzzy inferencing mechanism provides the reliability of
occurrence of disease in cotton plant. The main feature of CTSES is a
classification module which helps to determine the probability of
occurrence of a disorder and the class to which the disorder belongs.
The classification module serves at two level: (1) Classification and
grouping of disorder, having same causing agents such as virus,
bacteria, fungi etc., based on feature vector extraction technique. (2)
Reclassification based on Support Vector Machines (SVM), as
provided by the widely used ‘libsvm’ implementation. The
classification module helps the system to find results faster from
large database by reducing the number of searches and decreasing
time complexity. Algorithms are used for classification, based on the
concept of SVM, and for finding the reliability of disorder
occurrence.

1. INTRODUCTION

Artificial intelligence is the branch of computer science
concerned with making computers behave like humans.
Artificial intelligence includes the following areas of
specialization:

e  Expert systems

e Natural Languages
e Neural Networks
e Robotics [1]

An expert system is computer software that attempts to act
like a human expert on a particular subject area. Intelligent
systems are often used to advise non-experts in situations
where a human expert in unavailable. The basic components
of an expert system are: User Interface, Inference Engine and
Knowledge Base [2].

In this research a new expert system named Classification
Based Target Specific Expert System (CTSES) is proposed.

2. RELATED WORK

Authors exposed the automatic computation system to analyse
the cotton leaf spot diseases. Three features, namely color
feature variance, shape and texture feature variance, are
extracted by PSO [3]. Crops are classified on the foundation of
shape, color and texture with SVM, BPN, Fuzzy along with
Edge, CMYK features and GA feature selection are combined
for training and testing the cotton diseases dataset [4]. Three
different color models for extracting the damaged image from
cotton leaf images were implemented, namely RGB color
model, HSI color model, and YCbCr color model [5].

Authors reported an image-processing based algorithm to
extract plant disease symptoms from colored images. The
processing algorithm developed starts by converting the RGB
image of the diseased plant or leaf, into the H, 13a and 13b
color transformations [6]. ESDIABETES was developed to
help people monitor and control the blood glucose level [7].

Development environment was proposed that supports the
integration of high level knowledge into host projects, data
integration from conventional database systems and system's
verification, debugging and profiling [8]. A fuzzy expert
system framework was proposed which constructs large scale
knowledge based system effectively for diabetes [9].

3. CTSES ARCHITECTURE

CTSES served at two levels of functional processes as user
and domain expert. Further, it involves development activities
that allow end users to build their own decision support
system. End users will have provision to use their own set of
decision making parameters to build the target-specific
decision support system.

Fig. 1 shows the three-tier architecture of CTSES. There are
three components named as: Knowledge Base, Inference
Module and the User Interface.

3.1 Knowledge Base

The Knowledge base is divided into two parts as dynamic and
static. The static part of the knowledge base involves the data
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collected from experts as well as data gathered from various
other reliable sources. The dynamic part of the knowledge
base is formed when the Disorder Database Record (DDR) is
created from the static database. The KB of CTSES contains
all facts related to cotton crop.

Knowledge Base Inference Module User Interface

Selector and Insertor Module

Knowledge Base

Classification Module

User GUI

Disorder Database Generator

\_) Module
DDR Generator

J{ Web-Based GUI

1N

Fig. 1: Three-Tier Architecture of CTSES

Refining and Evaluation Module

3.2 Inference Module

The inference module consists of various other modules which
help in the inferencing process. The inferencing module is
sub-divided into four parts as follows:

a) Selector and Insertor Module: In Selector Module, the end
user, according to their requirements, selects the
parameters such as temperature, humidity etc. known to
the best of their knowledge for the better outcome in
response to the query. In Insertor Module, the end user
provides the information in the form by inputing the
values or selecting appropriate option from the list of
choices provided. User inserts the values for more
appropriate and better results by providing the conditions
in which the crop is affected by the disorder causing
agent.

b) Classification Module: The classification module classify
and group the diseases which are caused by same agents
such as virus, bacteria, fungi etc. The classification
module is also based on Support Vector Machines
(SVM), as provided by the widely used ‘libsvm’
implementation. It uses the concept of SVM where
number of attributes with numeric data are considered for
classification. The mean and standard deviations are
calculated to further classify the records.

c¢) Disorder Database Generator Module: In this module,
the Disorder Database record is created. The dynamic
database is created based on the information provided by
the user and based on the successful matches with the
present knowledge base. The Disorder Database also
contains the weight factors associated with each

symptom which may represent the occurrence of
particular type of disorder.

d) Refining and Evaluation Module: Once the DDR is
created, the weights associated with each symptom is
considered and calculations are done based on fuzzy
logic to provide some score and associate it with each
disorder. The refining and evaluation module generates a
list according to the probability of occurrence of disorder
and display it to the user.

3.3 User Interface

Here, the user communicates with the system through a
Graphic User Interface (GUI) to provide the query and obtain
the results.

4. PROCESS FLOW OF CTSES

The CTSES is designed to provide a user friendly environment
where the user can build their own intelligent systems using
their own knowledge. Fig. 2 shows process flow diagram of
CTSES as follows:

Step 1: The user communicates with the system through the
GUI to provide query using selection of parameters to the
system.

Step 2: The user communicates with the system through GUI
and selects the parameters such as temperature, weather etc.
and provides the values for the selected parameters.

Step 3: The data in the knowledge base is now classified and
grouped. Diseases caused by same causing agent are grouped
together. Further reclassification is done. Knowledge base is
classified on the basis of causing agents like bacteria, virus
etc. This classification grouped the probable resulted diseases
together.

— Result

Inference Engine

Plant Region b Symptom selection

Selection by user

User 5

Reclassification

’[4

Classffication of Data

Knowledge Base

Selection of affecting parameters
&
Input of values

Fig. 2: Process flow diagram of CTSES
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Step 4: The classified data is reclassified on the basis of mean
and standard deviation of temperature and weather conditions.

Step 5: After reclassification, user has to select the affected
region of cotton crop like leaves, stem etc.

Step 6: The According to the region selection, a list of
symptoms are produced to user. The membership degree for
the selected symptoms are taken as input from user.

Step 7: These symptoms work as facts for the inference
engine. According to selected symptoms, Inference Engine
reach on a decision.

Step 8: The probable disease is produced with the percentage
value of its reliability.

Step 9: The result is displayed to the user using GUI.

5. REASONING OF THE CLASSIFICATION
MODULE

The classification is done in CTSES on the feature vector
selection. The classification is completed in two phase. In first
phase, classification is done on the basis of having same
causing agents such as virus, bacteria, fungi etc. In second
phase, reclassification is done on the basis of mean and
standard deviation.

5.1 Mathematical Description for classification

Let D be a classification dataset with n points in a d-
dimensional space D = {(xi, yi)}, withi =1, 2, ..., n and let
there be only two class labels such that yi is either +1 or -1.

A hyperplane h(x) gives a linear discriminant function in d
dimensions and splits the original space into two half-spaces:

h(x) =wtx +b

where w is a d-dimensional weight vector and b is a scalar
bias. Points on the hyperplane have h(x) = 0, ie. the
hyperplane is defined by all points for which wtx = -b.

If the dataset is linearly separable, a separating hyperplane can
be found such that for all points with label -1, h(x) < 0 and for
all points labeled +1, h(x) > 0 [10].

Stepl: Identify the attributes with the numeric data.

Let us assume temperature (t) and weather (w). Let t=30 and
w=50.

Step2: Use the data to find the mean and standard deviation
which will help in identifying the class and its range
respectively.

Mean = (30+50)/2=40
Standard Deviation = ((-10)2 + (10) 2) /2 = 10.

Step 3: Use training data for better classification using the svm
technique..

5.2 Algorithm for classification

Step 1: Select a random variable (x) for elements of list.

Step 2: Set the number of classes as the nature of state (wi).
Let the number of classes be three, than w = { wl,w2,w3 }.
Step 3: Extract feature vector from each class.

Step 4: Distinguish the class based on extracted feature vector.

The proposed research used fuzzy reasoning algorithm for
finding the reliability of occurrence of diseases using the
algorithm [11].

6. WORKING OF CTSES

For the implementation of CTSES, a user interface is designed
and implemented along with knowledge base and inference
mechanism. Various classification and refining techniques are
used to make this system more efficient and fast. ASP.NET
Framework environment with the support of languages like C#
is used. The DBMS package used for the creation of database
is MySQL.

The working of CTSES is described using the following figs. :

Step 1: User Interface for Selection of parameters and input
values

AN IMPROVED TARGET SPECIFIC FUZZY INTELLIGENT SYSTEM FOR

SSMENT OF FIELD CROP DISORDER

THE EVALUATION WILL BE DONE ON THESE PARAMETERS :

Temperature | | Weather | | Humidity | | Symptoms | | Affected Region of Crop | | Other Infonation |
Select Temperature Range (Degree Celcius): || Select Weather Conditions : moderate ¥
154 @253 Above 35
Classify

Fig. 3: User Interface for Selection of
parameters and input values

In Fig. 3, the output is shown which includes the page which
is visible to the user when they run the system. It includes
codes where the user can select the parameters and provide the
information.

Step 2: Classification of the disorders on the basis of causes.

Journal of Agroecology and Natural Resource Management
Print ISSN: 2394-0786, Online ISSN: 2394-0794, Volume 2, Number 2; April-June 2015



A Classification Based Target Specific Expert System for Cotton Crop

137

AN IMPROVED TARGET SPECIFIC FUZZY INTELLIGENT SYSTEM FOR

ASSESSMENT OF FIELD CROP DISORDER

tempetrature weathes Pumedny

Ruciagsily

Fig. 4: Classification of disorders

In Fig. 4, the output is shown after selecting and inserting the
values to the system. It includes output where the
classification of the data is done on the basis of cause of the
disorders.

Step 3: Reclassification and generation of Disorder Database
Records

In Fig. 5, the output is shown after further classification. Here
the user can view the generated database records and can
further proceed to refine the search by selecting the desired
affected region of the crop.

AN IMPROVED TARGET SPECIFIC FUZZY INTELLIGENT SYSTEM FOR
ASSESSMENT OF FIELD CROP DISORDER
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Fig. 5: Reclassification and generation of
Disorder Database Records

Step 4: Refined results with the user capability of selecting the
prominent symptoms and their respective membership degree

In Fig. 6, the output is shown after further selecting the
affected region of crop to narrow the search results. Here the
user can view the generated database records and can further
proceed to select the symptoms prominent to the crops and
their respective membership degree.

AN IMPROVED TARGET SPECIFIC FUZZY INTELLIGENT SYSTEM FOR
ASSESSMENT OF FIELD CROP DISORDER
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Fig. 6: Refined results with user symptom selection interface

Step 5: Evaluation and final result:

AN IMPROVED TARGET SPECIFIC FUZZY INTELLIGENT SYSTEM FOR
ASSESSMENT OF FIELD CROP DISORDER

Fig. 7: Evaluation and final result

In Fig. 7, the output is shown which includes the page which
is visible to the user after evaluation of the result based on the
information provided.

7. RESULT AND DISCUSSION

Table 1 show the percentage of diseases disorder when
different temperature and weather conditions are tested for
cotton crops.
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Tablel: List of disorders and percentage of occurrence
(temperature and weather conditions are constant) for
cotton crop.

Disorder Percentage of
Disorder
Occurrence (%)

Fusarium Wilt 50.10
Seedling Disease 73.96
Cotton root rot 84.79
Leaf curl 63.82
Leaf crumple 85.54

Table 2: List of temperature range and percentage of disorder
caused by fungi (weather conditions are constant) for cotton crop

Temperature (°C) Percentage of Disorder caused

by Fungi (%)

15-25 80
26-35 60
Above 35 50

A list of five probable diseases is produced when temperature
at 300C and weather at ‘moderate’ condition is kept. Table 1
show the reliability of five diseases which are inferred by
CTSES. The outcomes are based on symptoms selected by
user, their weight factor and membership degree.

Disorder vs Disorder Occurrence (%)

B Percentage of Disorder occurrence ( %)
90

A

80

855

70

60

50 A
40 -
30 -
20 ~
10 -
0 -

Fusarium Seedling Cotton root Leaf curl Leaf
Wilt Disease rot crumple
Temperature = 30°C

Weather condition = moderate

Graph 1: Disorder Occurrence percentage, temperature = 30°C
and weather condition = moderate

A list of three temperature ranges is shown when weather at
‘wet” condition is kept. Table 2 show the percentage of
diseases which are caused by fungi when different temperature
ranges are considered for cotton crop.

Graph 1 shows the higher percentage of ‘Leaf Crumple’
disease (85.54%) shows that the symptoms selected by user
has higher membership degree for this particular disease and
lower percentage for ‘Fusarium Wilt” disease (50.1%) when
temperature at 30°C and weather at ‘moderate’ condition.

Temperature vs Fungi causing diseases
(%)
B Fungi causing diseases (%)
90
80
80
70
60 60
50 50
40
30
20
10
0 )
15-25 26-35 Above 35
Temperature (°C)
Weather condition = Wet

Graph 2: Fungi causing diseases percentage,
weather condition = wet.

Graph 2 shows the percentage of Fungi causing diseases when
weather at ‘wet’ condition. It can be inferred that the fungi
causing diseases are more when temperature conditions are
low and decreases with increase in temperature. Hence, cotton
crop is more prone to fungal disease at low temperature range.

8. CASE STUDY: COTTON CROP

The case-study of cotton crop with following steps are taken
to diagnose the Cotton Root Rot disease.

Temperature Range = 25° - 35°C
Weather Condition = Moderate.
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Step 1: Select symptom from list of disorder.
Ag=(x1,x2,x3, ....... ,xn) where A includes all symptoms.
Let Ag=(1,1,0)

Step 2: Generate Membership degree for selected symptoms
(infected plants / total plants)

By = (A(x1), AX2), ....... , A(xn))

where A(xi) = f(xi) = times(xi) / T

Let By =(0.8,0.9,0.4)

Step3: Use weight set for selected diseases.
W=(wl,w2,w3,....... ,wWn)

Let weight = (0.7,0.9,0.2)

Step 4: Calculate weighted Euclidean Distance.

d(Ay, By) = ( Xi=1 to n Wi (1- A(xi))2)1/2

weighted Euclidean Distance: d (A, Bg) = 0.1923

Step 5: Calculate relative weighted Euclidean Distance.
y(Ao, Bo) = d(A0, BO) / ( Yi=1 ton Wi)1/2

Relative weighted Euclidean distance: y(Ag, By) = 0.1520
Step 6: Reliability

C(Ao, By) = 1-y(Ay, By) =0.8479

9. CONCLUSION AND FUTURE WORK

A Classification Based Target Specific Expert System helps
farmers to increase the productivity of cotton crops by
providing the information about the diseases and its treatment.

The classification module helps the system to find results
faster from large database by reducing the number of searches
and decreasing time complexity. Algorithms are used for
classification based on the concept of SVM and for finding the
reliability of disorder occurrence. Various test cases are
generated which shows the efficiency of system is better than
traditional systems.

The future work includes the training mechanism which can
be used to train the data and also provides the feedback to the
existing knowledge base. Any additional information from the
end user can be considered for the feedback mechanism and
can be used to update the knowledge base. The system can be
released on different web portals, internet, intranet, or as
mobile apps.

REFERENCES

[1] H.Adeli, “Expert Systems in Construction and Structural
Engineering”, CRC Press, 2003, pp: 330.

[2] E.Kumar, “Expert Systems” in Artificial Intelligence, 1. K.
International Pvt Ltd, 20-Sep-2008, pp: 480.

[3] P.Revathi et al., “Cotton Leaf Spot Diseases Detection Utilizing
Feature Selection with Skew Divergence Method”, International
Journal of Scientific Engineering and Technology, 1-Jan-2014,
Volume No.3, Issue No.1 pp: 22-30.

[4] PRevathi et al, “An Improved Cotton Leaf Spot Disease
Detection using Proposed Classifiers”, International Journal of
Engineering Research & Technology (IJERT), Dec—2013, Vol. 2
Issue 12.

[5] Q.He et al., “Cotton Pests and Diseases Detection based on
Image Processing”, TELKOMNIKA, June-2013, Vol. 11, No. 6,
pp: 3445-3450.

[6] A.Camargo et al., “An image-processing based algorithm to
automatically identify plant disease visual symptoms”,
Biosystems Engineering 102, 2012, pp: 9-21.

[7] M.A.Garcia et al., “Esdiabetes (an expert system in diabetes)”,
Consortium for Computing Sciences in Colleges, USA, Mar-
2001, Volume 16 Issue 3,pp: 166-175.

[8] D.Pop et al., "An Extensible Environment for Expert System
Development", Knowledge-Based Intelligent Information and
Engineering Systems, 2003, pp: 1016-1022.

[91 A.V.S Kumar “Fuzzy Expert System for Diabetes using Fuzzy
Verdict Mechanism”, Int. J. Advanced Networking and
Applications, 2011, Volume: 03, Issue: 02, pp: 1128-1134.

[10] R.O.Duda et al., “Pattern Classification”, John Wiley & Sons,
2012, pp: 680.

[11] A.Solanki et al., "A web enabled fuzzy expert system shell for
flower rose", Journal of Computer Technology and Applications,
Nov-2011, Volume 2, Issue 2, pp: 12-21.

[12] A.Camargo et al., "Intelligent systems for the assessment of crop
disorders", Computers and Electronics in Agriculture, 2012,
Volume 85, pp: 1-7.

[13] A.K.Verma et al., “An expert diagnostic tool for engineering
systems”, Journal of scientific & Industrial research, 2002,
Volume 53, pp: 601-603.

[14] A. Gurjar et al., “Disease Detection On Cotton Leaves by Eigen
feature Regularization and Extraction Technique”, IJECSCSE,
2012, Volume 1, Issue 1, pp: 1-4.

[15] A.Silberschatz et al., “Database System Concepts”, McGraw
Hill, pp: 1349, 2010.

[16] D.W.Patterson, "Introduction to Artificial Intelligence and
Expert Systems" , Pearson Education, 2007, pp: 496.

[17] E.Turban et al., “Decision Support Systems and Intelligent
Systems”, 6th ed, Prentice Hall International, 2001, pp: 936.

[18] H.Li et al., “WEB-Based Intelligent Diagnosis System for
Cotton Diseases Control” IFIP Advances in Information and
Communication Technology, 2011, pp: 483-490.

[19] J.Durkin, “Application of Expert Systems in the Sciences”, Ohio
Journal of Science, Dec-1990, Volume 90, Issue 5, pp: 171-179.

[20] M.Kalpana et al., “Design and implementation of Fuzzy Expert
System using Fuzzy Assessment Methodology”, International
Journal of Science and Applied Information Technology, 2012,
Volume 1, No.1, pp: 39-45.

[21] M.Kalpana et al., “Diagnosis of diabetes using Enhanced Fuzzy
Assessment Methodology”, European Journal of Scientific
Research, 2013, Volume 97 Issue 1, pp: 14-27.

[22] M.R. Badnakhe et al. “Infected Leaf Analysis and Comparison
by Otsu Threshold and k-Means Clustering”, IJARCSSE, 2012,
Volume 2, Issue 3, pp: 449-452.

[23] N.Kaur et al., "Review of Expert Systems based on Fuzzy
logic", International Journal of Advanced Research in Computer
and Communication Engineering, Mar-2013, Volume 2, Issue 3,
pp:1334-1339.

[24] P.S.K.Patra et al., "An Expert System for Diagnosis of Human
Diseases" , International Journal of Computer Applications,
2010, Volume 1, Issue 13, pp:71-73

Journal of Agroecology and Natural Resource Management
Print ISSN: 2394-0786, Online ISSN: 2394-0794, Volume 2, Number 2; April-June 2015



140

Vandit Rastogi and Arun Solanki

[25] P. Revathi et al., “Cross Information Gain Deep Forward Neural
Network Classifier with PSO Feature Selection”, International
Journal of Engineering and Technology (IJET), 2014, Volume 5,
Issue 6, pp: 225-231.

[26] R.Malhotra et al., “Fuzzy Logic Modelling, Simulation and
Control: A Review”, International Journal of Computer Science
and Technology, 2010, Volume 1, Issue 2, pp. 183-188

[27] S.J.Miah et al, "A methodology to allow rural extension
professionals to build target-specific expert systems for
Australian rural business operators", Expert Systems with
Applications, 2009, Volume 36, Issue 1, pp: 735-744

[28] S.N.Ghaiwat, “Detection and Classification of Plant Leaf
Diseases Using Image processing Techniques: A Review”,
International Journal of Recent Advances in Engineering &
Technology, 2014, Volume-2, Issue - 3, pp: 1-7

[29] V.Rajaraman , “Analysis and design of information systems” ,
PHI, July-2011, pp: 113-137.

[30] V. Gulhane et al., “Detection of Diseases on Cotton Leaves and
Its Possible Diagnosis”, 1JIP, 2011, Volume 5, Issue 5, pp: 591-
598.

[31] Y.Sasaki et al., "Automatic diagnosis of plant disease 2
recognition between healthy and diseased leaf", Journal of the
Society of Agricultural Machinery, 1999, Volume 61, Issue 2,
pp: 119-126.

Journal of Agroecology and Natural Resource Management

Print ISSN: 2394-0786, Online ISSN: 2394-0794, Volume 2, Number 2; April-June 2015



